











MA 425 APPLIED MATHEMATICAL ANALYSIS I

DESCRIPTION

This course provides the underlying theoretical background
necessary for an understanding of mathematical programming,
convergence of algorithms, and applications of convexity and
factorable functions. It includes concepts in matrix theory and
vector analysis which are required to understand the development of
efficient algorithms to solve linear and non-linear programming
models.

OUTLINE Number of Periods

A. INTRODUCTION TO NECESSARY TERMINOLOGY, NOTION, SETS, 3
FUNCTIONS, REAL OR COMPLEX NUMBERS

1. Sets and Functions

2. Groups and Fields

3. Fundamental Theorem of Algebra
4. Mean Value Theorem

5. Taylor's Theorem

B. BRIEF REVIEW OF LINEAR ALGEBRA 3
1. Vector Spaces

2. Partitioned Matrices
3. Linear Transformations
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4. Elementary operations on the scalar form
5. Standard Procedures

a. Finding Standard Matrices
b. Resolving LI
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1. Geometric Interpretations

2. Three Fundamental Forms of k-Planes

3. Elementary Theorem of the Separating Hyperplane
4. Nonegative Solutions

a. Theorem of the Alternative
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¢. Farkas' Theorem

d. Gordan's Theorenm

e. Stiemke's Theorem

f. Gale's Theorem for Inequalities

g. Von Neumann's Theorem for Semipositive Solutions
h. Tucker's Theorem for Positive Solutions

5. Basic Solutions
6. Linear Inequalities

a. Minkowski's Theorem
b. Modularity Theorem
c. Weyl's Theorem
E. SQUARE MATRICES IN UNITARY SPACE 6

1. Square Matrices
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3. Schur's Theorem

4, Unique Solutions

5. Gaussian Reduction Procedure
6. LDU Factorization Theorem

T. Definiteness

8. Diagonalization

- ' a. Jordan Canonical Form Theorem
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